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) | FUJiTsU
Fujitsu’s approach for Scaling up to 10 Pflops

System performance
= Processor performance
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. | FUJiTsU
Key Issues for Approaching Petascale Computing

® How to utilize multi-core CPU?
® How to handle hundred thousand processes?

E e How to realize high reliability, availability and data integrity of
'~ hundred thousand nodes system?

® How to decrease electric power and footprint?

® Fujitsu’s stepwise approach to product release ensures that customers
can be prepared for Petascale computing

Stepl: 2008 ~

m The new high end technical computing server FX1
¢ New Integrated Multi-core Parallel ArChiTecture
¢ Intelligent interconnect
¢ Extremely reliable CPU design = ‘

~ Provides a highly efficient hybrid parallel programm ng.en
m Design of Petascale system which inherits FX1 architecture

Step2 : 2011 ~

m Petascale system with new high performance, high reliable
and low power consumption CPU, innovative interconnect
and high density packaging
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. . FUJiTsU
Current Technical Computing Platforms

Cluster Solutions High-end TC Large-scale SMP System

Solutions Solutions
e Optimal price/performance e Scalability upto e Up to 2TB memory space for
for MPI-based applications 100Tflops TC applications
e Highly scalable class | e High I/0 bandwidth for 1/0O
e InfiniBand interconnect e Highly effective Server
performance e High reliability based on
e High-end RISC main- frame technology
CPU e High-end RISC CPU
Solidware :
Solutions
e Ultra high
performance
for specific - AF PRIMEQUEST | spaRC Enterprise
applications (e 580 M9000

ltanium® 2 SPARC64™ V||

EDCA oojzif

SPARC/Solar ks
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Customers of large scale TC systems
® Fujitsu has installed over 1200 TC systems for over 400 customers.

Q
FUJITSU

Customer Type No. of CPU Performance
Japan Aerospace Exploration Agency (JAXA) Cluster >3 500CPU 135TFlops
*This system will be installed in end of 2008 Scalar SMP
Scalar SMP
Manufacturer A Cluster >3,500CPU >80TFlops
: - - Cluster
KYOTO University Computing Center Scalar SMP >2,000CPU >61.2TFlops
- - - Scalar SMP
KYUSYU University Computing Center Cluster 1,824CPU 32TFlops
Manufacturer B Cluster >1,200CPU >15TFlops
RIKEN Cluster 3,088CPU 26.18TFlops
NAGOYA University Computing Center Scalar SMP 1,600 CPU 13TFlops
TOKYO University KAMIOKA Observatory Cluster 540CPU 12.9TFlops
: - - Cluster
National Institute of Genetic Scalar SMP 324CPU 6.9TFlops
Institute for Molecular Science Scalar SMP 320CPU ATFlops
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Latest case study

® Kyoto University is one of the biggest computing centers in Japan.
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FUjiTsu
FX1 Launch customer

® First system will be installed at JAXA by the end of 2008
» A2 L B R

TN R = Japan Aerospace Exploration Agency

THINnodes  FX1 (3.392 nodes) |
135 TFlops

FAT node(SMP)

SPARC Enterprise
1 TFlops

.l

o 7-__:_ I _:_ I I -
||| ||\ ||| ||| AN
ardware|barrier between njodes |
High Speed Intelligent Interconnect Network J

[~

\
I/O & Front End
servers —
SPARC Enterprise

FC bus

‘ | ‘ | Ei Ei System Control Server
power/facility control

RAID subsytem ETERNUS
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FUjiTsu
FX1 : New High-end TC Server - Outline -

® High-performance CPU designed by Fujitsu
m SPARC64™ VII : 4 cores by 65nm technology

m Performance : 40 Gflops (2.5GHz) _

® New architecture for high-end TC server ‘

m Integrated Multi-core Parallel ArChiTecture by leading edge CPU and compiler
technologies

m Blade type node configuration for high memory bandwidth
® High-speed intelligent interconnect
m Combination of InfiniBand DDR interconnect and the highly-functional switch

m Highly-functional switch realizes barrier synchronization and high-speed reduction
between nodes by hardware

® Petascale system inherits Integrated Multi-core Parallel ArChiTecture
m Suitable platform to develop and evaluate Petascale applications

—5

s
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Integrated Mu!ti-core Parallel ArChiTecture FUJITSU
Introduction

® Concept
m Highly efficient thread level parallel processing technology for multi-core chip

L2

s s

L2

CPU CHIP CPU CHIP
-7

Pro@Gess
dhread,
WA -Paratelization
between
cores
® Advantage

m Handles the multi-core CPU as one equivalent faster CPU

=» Reduces number of MPI processes to 1/n . and increases parallel
efficiency

=» Reduces memory-wall problem
® Challenge
m How to decrease the thread level parallelization overhead?

ez}

&
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Integrated Multi-core Parallel ArChiTecture FUJITSU

Key technologies

® CPU Technologies
m Hardware barrier synchronization between cores

2 Reduces overhead for parallel execution, 10 times
faster than software emulation

= Start up time is comparable to that of the vector unit

> Barrier overhead remains constant regardless
number of cores

700 _
600 mm H/\W Barrier
_500 mm S/W Barrier
n 400
£.300
200
100

0

SPARC64™ VII

Real quad-core CPU for
Technical Computing
2 4 # of cores (2.5GHz, 40Gflops/chip)

Barrier Overhead

m Shared L2 cache memory(6MB)
= Reduces the number of cache to cache data transfer
= Efficient cache memory usage

® Compiler technologies

®m Automatic parallelization or OpenMP on thread-based algorithm by
vectorization technology
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Integrated Multi-core Parallel ArChiTecture FU]ITSU

Outline of parallelization methods

®\/ectorization on  eLegacy parallelization ®Fine-grain parallelization

vector machine on scalar machine on scalar machine
DO J=1,N P DO J=LN DO J=1.N
VvV DO I=1,M P DO I=1,M P DO I=1,M
vV A(LJ)=AQ,3+1)*B(,J) Po A(,3)=A(1,3)*B(,J) P A(,9)=A(,J+1)*B(,J)
V END P \V END P END
END P END END
Parallel
N Serial N e A ~ N
; M= =
. =g " i3 ———|¢
) o =
is .
© Applicability : wide @ Applicability : narrow _© Applicability : wide
© Overhead : frequent (required wide range : ® Synchronization :
but low cost analysis) i frequent
@ Synchroniza‘tion : -------------------------------------------

occasional
Integrated Multi-core Parallel

ArChiTecture
takes cares of this weak point
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: : . FUJIT
Integrated Multi-core Parallel ArChiTecture, preliminary measured data UJITSu

Performance measurement by automatic parallelization

® LINPACK performance on 1 CPU(4 cores)
m n=100 > 4 3.26 Gflops
® n =40,000 > 37.8 Gflops (93.8%)
® Performance comparison of DAXPY (EuroBen Kernel 8) on 1 CPU
m 4core + IMPACT shows better performance than
= 1core performance with small number of loop iterations
- X86 servers

10,000
S =
ml,OOO =
S + FX1:SPARC64 VII(4 cores @2.5GHz)
= — FX1: SPARC64 VII (1 cores @2.5GHz)

100 ot ~ VPP5000 (9.6Gflops)
INTEL Clovertown (4 cores @2.66GHz)
-+ Opteron Barcelona(4 cores @2.3GHz)
I

10 100 . ~ 1,000 10,000
# of loop iterations

Performance of DAXPY

10
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Integrated Multi-core Parallel ArChiTecture, preliminary measured data FU]ITSU

Performance measurement of NPB on 1 CPU

® Performance comparison of NPB class C between pure MPI and
Integrated Multi-core Parallel ArChiTecture on 1 CPU (4 cores)

m IMPACT(OMP) is better than pure MPI for 6/7 programs

1.8
1.6 [ ]
S 14 =
%)
g 1.2 ||
Q _ —
s 1 N SRV
) || -
§0.8 = - IMPACT
£ 06 = = (OMP)
@)
T 04| - - IMPACT.
o W (automatic)
0.2 [ B
0

BT CG EP FT LU MG SP
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FX1 Intelligent Interconnect
Introduction

® Combination of Fat tree topology InfiniBand DDR interconnect and
the highly-functional switch (Intelligent switch )

® Intelligent switch

m Result of the PSI (Petascale System Interconnect) national project

® Functions
¢ Hardware barrier function among nodes

¢ Hardware assistance for MPI functions
(synchronization and reduction)

¢ Global ping for OS scheduling
m Advantages

¢ Faster HW Barrier speeds up OpenMP
and data parallel FORTRAN (XPF)

¢ Fast collective operations accelerate
highly parallel applications

¢Reduces OS jitter effect

InfiniBand

Spine-SWs
InfiniBand InfiniBand
SW S\ tte
InfiniBand InfiniBand i e o o i InfiniBand
SW SW SW
l l.l.l l l.l.l l l.l.l

Leaf
SWs

Intelligent Switch & its connection
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FX1 Intelligent Interconnect FUJITSU

High performance barrier & reduction hardware

® Hardware barrier and reduction shows low latency and constant
overhead in comparison with software barrier and reduction*.

MU Sec U sec
120 120
100 / 100 /

30 Software / 80 Softwarg/
60 / 60
40 yd 40 7

20 / Hardware 20 M

0 | | L | | | 0 | | | | | | |
2 4 8 16 32 64 128 256 2 4 8 16 32 64 128 256
Number of process Number of process
Barrier Reduction

* . Executed by host processor using butterfly network built by point to point communication.
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FX1 Intelligent Interconnect FUJITSU

Stability of reduction function

® Intelligent interconnect realizes stable reduction performance by
global ping function

120 Average

—100 “

§ 'Lh'l Software

2 80&'5#' Al W 82.99ysec

(D)

2 60

£

S 40

S 20 Intelligent Switch
WWWWWWW‘\ 11.86 1 sec

O \ \ \ \ \ \ \ \ \ \

0] 20 40 60 80 100

Number of reductions

Reduction (All reduce) performance on 128 nodes system
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: _ FUjiTsu
Technical Computing server roadmap

®Development of the commodity based server and of the proprietary
High End server for Technical Computing.

= Inherit and enhance architecture of FX1
¢Enhanced Processor
#®New scalable interconnect

= High density packaging and low power consumption

= New HPC architecture for Petascale era

= Blade type system enhancing memory bandwidth
and Interconnect

= Leadoff system for Petascale computer

Petascale
sm High end TC server FX1 system
Super computer (>100TFlop/s) - (>10PFlop/s)
EEEEZE @) SPARC Enterprise
Solaris SPARCE4™ V|
NEW.
SMP JIPRIMEQUEST
System [tanium®2
PRIMERGY : = Blade server with InfiniBand |
1 - '
b INEW = PC-cluster of 4 Sockets 16 ways with
PC cluster T —______ enhanced Interconnect

2008 2009 2010 Future
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Japanese Next Generation Supercomputer Project* FUJITSU

PrOJ ect Targ et Source: RIKEN official report
* . Sponsored by MEXT (Ministry of education, culture, sport, science and technology)

I T T RIKENNextGeneration Supercomputer R&D Center

Development & Application of Next-Generation ~$1.28B
Supercomputer Project by MEXT

FY2006: 3,.547Million yen | FY2007: 7.7.36Million yen
FY2006~FY2012 (total budget expected) about 110billion yen

a1 Purpose of pollcy

. O

Develnpment and mplementatlﬂn of the wurI[I s mﬂst advam:ed and high- permnnam:e Next-

Generation Supercomputer, and to develop and disseminate its usage technologies, as one of
Japan's "Key Technologies of National Importance” (National Infrastructure).

In order to maintain world-leading position in variety of areas, the following academic-industrial
collaboration activities will be conducted under the initiative of MEXT.
(1) Development and implementation of the world's most advanced high-performance Next-
Generation supercomputer
(2) Development and dissemination of software that makes optimum use of the supercomputer
(3) Establishment of the world's most advanced and highest standard supercomputing Center of
Excellence, which includes the Next-Generation Supercomputer

3. Project Framework
= Integrated development of computer and software
= Establishment of nationwide academic-industrial collaborative structure, with RIKEN as the project
headquarters
« A new law has been introduced for the framework of usage and administration
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Japanese Next Generation Supercomputer Project FUJITSU

Project Schedule and Fujitsu’s Contributions

2005 2006 2007 2008 2009 2010 2011

® System and Middleware Major industry contributor
NAREGI : Grid Project led by NI :

R&D for Petascale System

Primary R&D projects for Next Interconnect
Generation Supercomputer

Collaborative Next Generation Supercomputer Project
joint research of targeting LINPACK 10PFlops and led by RIKEN
Grand design Detailed design Production

® Application Software R&D and application optimization

Life Science Application project led by RIKEN
Nano Science Application project led by IMS

CAE Application project ted by 18]

ORAP Forum, 9" Oct. 2008 All Rights Reserved, Copyright FUJITSU LIMITED 2008
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Japanese Next Generation Supercomputer Project

Project Outline
® System configuration

m The hardware system consists of scalar and vector processor units.
® The target performance

m 10PFlops on LINPACK BMT
® Contributor

m Fujitsu, Hitachi and NEC join the project as the system developers.
® Schedule

m Prototype system will be available for operation from the end of FY2010 and
full system will be available from the end of FY2011.

’

Scalar Unit Vector Unit Vector system

by
& =
Shared File System -

NEC and Hitachi
Source: CSTP evaluation working group report

Scalar system
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Japanese Next Generation Supercomputer Project FUJITSU

Major Applications of Next Generation Supercomputer

w. Nanotechnology

Car development eMaterial design
: o (ryaen and catalylic response

Disaster Frevent_i_g

o Tsunami damage prediction
oClouds analysis

e#Rocket engine design
ePlane development

@

Astrophysics

— eLaser reaction analysis e l/ilky Way formation process [N
o Nuclear reactor analysis — o Aurora outbreak process .
| . Pianet fomation process ||| rJeted as principle
r challenges
& AV - @
@

RIKZN g
Through the courtesy of RIKEN 29
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Japanese Next Generation Supercomputer Project FU]ITSU

Basic Concept for Simulations in Nano-Science
Led by IMS (Institute for Molecular Science)

T P

Medicines, New Drugs, and DDS(Drug Defivery Systems)

Next Generation Energy
Solar Energy Fixation

Next Generation Nano Informational Function and Materials
p Nonlinear Optic Device

Fuel Alcohol i , i Nano Quantum Device
Fuel Cell Next Generation Nano Biomolecules Spinelectronics
Electric Energy Storage Virus Ultra High-density Storage Device
Anticancer Drugs Integrated Electronic Device
- Nafion
— . Protein Control OZOLOEOIOK0 &
ﬁ Water Nano Processes for DDS RASRSANNN Cr s '
: - . N i Integrated Systems " Integrated Systems
Ié Mesoscale Structureof [N ~ SON0N e ™
Semi-Macroscopic DaSCH MINTHBN |
T AN > o000
Ry 'T?:Sf#; o000 /
il > Condensed Maters
Naflon Membrane Polio Virus Self-Organized Magnetic Nanodots
Molecular Assembly " J
7 . Orbiton Y
-a; (Orbital mgre:) Domain
Protein Folding R, 7 J
Water Molecules inside Lisozyme Cavity ¢ P " Ferromagnetic Half Metal
" q ,, _.'_J'. £ o, __.‘_ : . R
N0y { y MaTA D!!i ] “on
-ﬁg}::% .E#‘ 5 > %t \“-._; e light n‘\_‘l\.;il"
" . ¥ . Doping of Fullerene and Optical Switch light
T e[ Self-assembling Capsulation Carbon Nanotubes Elocione
A Quantum Chemistry Molecular Dynamics Electron Theory of Solids -
I ® Through the courtesy of RIKEN 23
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Japanese Next Generation Supercomputer Project J

Basic Concept for Simulations in Life Sciences
Led by RIKEN

J2X=  Organism Vascular

o )
Qiﬁf http://info.med,  Blood System
vale.edu/ Circulation ‘

Organ

Micro-machineJ

ey Tissue
a; — _Structure

-
-

F

http;};;idge.icu.ac.jp Chemical YERIE i
4 '
Bio-MD W m—
Protein bDS |

Genome

-
Fr

Gene Therapy

o

Under total combination of
_ simulation physics ...
RIEN Through the courtesy of RIKEN24 nnﬁz
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Fujitsu’s approach for Scaling up to 10 Pflops

System performance
= Processor performance

X Number of processors
10Pf|ops,,/ P
Meiny cores CRPU or
slccelerzior elgoroacy)
1Pflops /
1000 — oy IHigh-ene general purpoese
— " e, CPUapproach
o, LANL
Q. Roadwy nner
ORePY 100Tflops @ O.ur ap_pr_oach .. : :
o Q. 100 — Give priority to application migration !
csa .’.. .’0..
g O 0‘.. 0..
Ov .}0 _____ - 0.. .’-*0‘,\ | , , . Lt
5 10Tﬂ0p5// X, LN Low gower consugiior]
Q . %, 2ir010)2 Gasse
2P 10— ./ QMC)-\C SCfe. Y e(rIQecIcIfrI processor
x 8 *ou, Altix I(J‘,E820(_)_ o, DT 2lgoroelcy]
8 o \\.’ O : ';:’:\
Qo \\’*., ASC Purpl»ev ",
~ -, P55 JU’GENE- _L.LNI:BG/T:
1 BG/P

I I I I
1,000 10,000 100,000 1,000,000
Number of processors
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Fujitsu’s Challenges for Petascale Supercomputer ]

E

Eujrisu high-end

e FP enhanced multi-core scalar CPU (over

100Gflops/cpu) with main-frame level reliabilities
CPU ‘ e Inherit Integrated Multi-core Parallel ArChiTecture of
\/enus the FX1

e Low power consumption, targeting ~1/10 power
consumption per flop

Leading edge
Interconnect

e 3D torus interconnect with scalability up to over
10Pflops, high bandwidth, high reliability and low
latency

Latest packaging & e Targeting X ~10 packing density per flop by liquid
cooling technoelogy. cooling technology

FP enhanced

Multi-core
Scalar
CPU
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. FUjiTsu
Fujitsu’s Challenges for Petascale Supercomputer

, e Sophisticated compiler for program with 100,000
Middleware for processes on multi-core CPU

Highly-parallel :
& Sg,lsgem e System management software for system with 100,000

nodes

e Optimization of highly parallel applications

Highly parallel . : . :
Ap&i@;t'?on S/ e Collaboration with users and ISVs to optimize their
software for Petascale system

 Performance &
environmental

Fujitsu _ | requirement o
~ation & Optimizatio

» Applications

—— Application developer
—
* Will be ready for

ovem t . L _
S Applications Petascale computing

adapted for :
Petascale system environment

All Rights Reserved, Copyright FUJITSU LIMITED 2008
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. . . FUJiTsU
History of Fujitsu High—end Processor

eHigh reliability and data integrity
m Cache ECC CHe MREIE]

m Register and ALU parity EMOS Cu+Low-k

= Instruction retry Tr=s0oM - 65nm
. i + _
m Cache dy_namlc :gCQI\g?nS Cu +Low Tr = 540M
degradation e CMOS Cu+Low-k
. Tr=200M !
i CMOS Cu
- Tr=45M
" Tr=3om . 180nm
| CMOS Al
i 250nm / 220nm  HeaaR Amm—e——

__________________

iTr 10|v|
. CMOS Al \ ,
i\ 350nm D R E P ‘

SPARC64™

<SP ARC64II . Processor RAS Coverage of SPARC64VII
Guaranteed Data Integrity

SPA:R_Cy | | R - 1bit error Correctable
2004 ~

| | |
. 1bit error Detectable

~1995 1996 1998 2000
~1997 ~1999 ~2003 . . 1bit error harmless
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FUjiTsu
Interconnect for parallel computer system

® Interconnect type and its characteristic

Interconnect type Crossbar Fat-Tree Mesh / Torus
Performance ©(Best) O(Good) A(Average)
Operability and usability ©(Best) O(Good) X (Weak)

Cost, Packaging density

and Power consumption X (Weak) A(Average) O(Good)

. Hundreds nodes | Thousands nodes >10,000 nodes
Scalability

X (Weak) A - O(Ave.-Good) ©(Best)
Representative Vector Parallel PC cluster Scalar Massive
parallel

® Targeting over 10,000 nodes parallel system
m Cost, packaging density and power consumption are essential issues
m Too much number of hops are needed for Mesh interconnect.

=» Torus interconnect is a strong candidate
=» The greatest challenge of Torus interconnect is operability and
usability
® [ujitsu challenges to develop an innovative Torus interconnect
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Fujitsu’s Interconnect for Petascale computer system

® Architecture
m Improved 3D Torus
m Switchless

® Advantages

Low latency and low power consumption
Scalability over 100,000 nodes

High reliabilities and availabilities

High density packaging

Reduce wiring cost

Simple 3D torus logical (application) view

Improved 3D torus
Architecture
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| FUjiTsu
Conclusion

® Fujitsu continues to invest in HPC technology to provide
solutions to meet the broadest user requirements at the

highest levels of performance

® Targeting sustained Pflops performance, Fujitsu has
embarked on the Petascale Computing challenge
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THE POSSIBILITIES ARE INFINITE
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